**Мой день 1** 10.05.2020

**Уроки: 1.1-1.5**

* **Генеральная** **совокупность** (от лат. generis — общий, родовой) — **совокупность** всех объектов (единиц), относительно которых предполагается делать выводы при изучении конкретной задачи. Далее ***ГС***
* **Репрезентативная** **выборка** – это такая **выборка**, в которой все основные признаки генеральной совокупности, из которой извлечена данная **выборка**, представлены приблизительно в той же пропорции или с той же частотой, с которой данный признак выступает в этой генеральной совокупности.
* **Унимодальное** - это распределение имеющее только одну моду (т.е. один "пик"). Типичный пример - это нормальное распределение.

**Способы репрезентативной выборки:**

* Простая случайная выборка (simple random sample)
* Стратифицированная выборка (stratified sample) – разделение *ГС* на страты (группы) а оттуда уже делается случайная выборка.
* Групповая выборка (cluster sample) – похожие группы выбираются из выборки и далее делается случайная выборка (например, районы одного города)

**Типы переменных:**

* Количественные – измеряемое (например, рост):
  + *Непрерывные* – переменная принимает любое значение на опр. промежутке;
  + *Дискретные* – только определенные значения (3.5 ребенка в семье **не** будет).
* Номинативные (= качественные) – разделение испытуемых на группы, цифры как маркеры (например: 1 -женщины, 2 – мужчины). Цифры как имена групп, не для расчетов.
* Ранговые – похоже на номинативные, только возможны сравнения (быстрее/медленнее и т.п.)

**Описательная статистика, типы:**

* Меры центральной тенденции – узкий диапазон, высокие значения:
  + ***Мода*** *(mode)* – значение измеряемого признака, которое встречается максимально часто. График [Dot Plot (точечный график)](https://www.onlinemath4all.com/images/analyzingdotplots3.png) поможет;
  + ***Медиана*** *(median)* – значение признака, которое делит упорядоченное (по возрастанию/убыванию) множество данных пополам. Если в середине 2 значения оказываются в случае с как с четными числами, лорроллгорвемцаб***Среднее значение*** – сумма всех значений измеренного признака делится на количество измеренных значений. (переменная = «Х» с черточкой «-» вверху используется для среднего значения из выборки, а для *генеральной совокупности* латинская буква М). [**Свойства.**](https://stepik.org/lesson/8075/step/12?discussion=1181787&unit=1355)
* Меры изменчивости – вариативность, широкий диапазон, значения менее высокие как правило, чем в первом случае:
  + *Размах (range)* – разность максимального и минимального значения (R = X max – X min), недостаток способа в том, что при добавлении сильно отличающегося значения данные меняются сильно и могут быть некорректные;
  + [*Дисперсия (variance)*](https://univer-nn.ru/statistika/dispersiya/)– средний квадрат отклонений индивидуальных значений признака от их средней величины также n-1. И выведем ***среднее (стандартное) отклонение* sd** = квадратный корень дисперсии. [Свойства дисперсии](https://ucarecdn.com/fef17799-e6e3-4fbd-ba1e-9a4ea5df7817/2568_720_746e6e7e2d8955290de1daf72a5f1b74.mp4): если добавить новое значение после расчетов, то дисперсия (D) и среднее отклонение (sd) не изменяться. А если умножить, то изменяться на умноженное кол-во раз. ![](data:image/png;base64,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)

**Мой день 2** 11.05.2020

**Уроки: 1.6-1.9**

* **Квартили распределения**
  + *Квартили* – три точки (значения признака), которые делят упорядоченное множество данных на четыре равные части ( медиана (или 2-й квартиль) на 2 части делит одной точкой, а тут на 4 части 3-мя точками):
    - [*Box plot*](https://edwvb.blogspot.com/2018/02/kak-chitat-diagrammu-boxplot-yashchik-s-usami-na-konkretnom-primere.html) - такой вид диаграммы в удобной форме показывает медиану, нижний и верхний квартили, минимальное и максимальное значение выборки и выбросы.
* **Нормальное распределение, это:**
  + *Унимодальное*
  + *Симметричное*

[*Стандартизация или z-преобразование*](https://ru.wikihow.com/%D0%B2%D1%8B%D1%87%D0%B8%D1%81%D0%BB%D0%B8%D1%82%D1%8C-Z-%D0%BE%D1%86%D0%B5%D0%BD%D0%BA%D1%83)- преобразование полученных данных в стандартную Z-шкалу (Z-scores) со средним значением = 0 и дисперсией = 1. Чтобы привести к такому виду из каждого наблюдения нужно отнять среднее значение и разделитьна стандартное отклонение.

[Помогает выявить](https://gallery.shinyapps.io/dist_calc/) какой процент наблюдений лежит в абсолютно любом диапазоне, на python: import scipy.stats as st

print(1 - st.norm.cdf(0.5))

**Правило «двух» и «трех» сигм:**

* +-1 сигма = примерно 68% выборки
* +-2 сигмы = примерно 95% выборки
* +-3 сигмы = примерно 100% выборки

**Центральная предельная теорема –** [понятное видео](https://youtu.be/uNDBo3K0ILY) объяснение понятия

[Сайт с симуляцией данных для центральной предельной теоремы](https://gallery.shinyapps.io/CLT_mean/)

* *Стандартная ошибка среднего* – стандартное отклонение признаков ***ГС*** деленное (среднее выборочное) на корень числа наблюдений.

[**Доверительные интервалы для среднего**](https://stepik.org/lesson/8079/step/3?unit=1359)– 95% средних значений имеют интервал 1.98 отклонением который включает в себя *ГС.* Подробное объяснение с формулами и на примерах [тут](https://ru.wikihow.com/%D0%B2%D1%8B%D1%87%D0%B8%D1%81%D0%BB%D0%B8%D1%82%D1%8C-%D0%B4%D0%BE%D0%B2%D0%B5%D1%80%D0%B8%D1%82%D0%B5%D0%BB%D1%8C%D0%BD%D1%8B%D0%B9-%D0%B8%D0%BD%D1%82%D0%B5%D1%80%D0%B2%D0%B0%D0%BB).

**Мой день 3** 12.05.2020

**Уроки: 1.10**

**Идея статистического вывода**

Имеем: М (среднее ГС), N (кол-во выборки, уч астников), Х (предполагаемое среднее значение выборки), sd (среднее статистическое отклонение).

М = 20, N = 64, Х = 18.5, sd = 4

H0 = 20 (нулевая гипотеза, о том, что изменений не было, никаких различий или взаимосвязи с ГС нет)

H1 != 20 (альтернативная гипотеза, что истинна)

Рассчитываем среднюю ошибку se = sd / корень n = 4/корень 64 = 0.5

Z = x – m / se = 18.5 – 20 / 0.5 = -3

[Расчёт р - уровня](https://gallery.shinyapps.io/dist_calc/) (р = вероятность события) рассчитываем на сайте, указывая параметры выше и получаем уровень значимости **p = 0.003** при гипотезе Н0, принято, что если значение ниже 0.05 то нулевая гипотеза ложная. Значение p-уровня значимости, которое выбирается, в качестве порога обозначается буквой *α* (альфа) и при строгости и для точности может быть 0.001. [Подробнее.](https://habr.com/ru/company/stepic/blog/250527/)

Ошибка первого и второго рода – см [тут](https://ucarecdn.com/7fbb0394-b60e-410d-85ff-2aa0fd2f7e60/).

**Рекомендовано к ознакомлению + полезные ссылки.**

1. С. Гланц. Медико-биологическая статистика. (<http://medstatistic.ru/articles/glantz.pdf>)  
   Хороший учебник по введению в статистику на русском языке со множеством примеров из биологии и медицины.
2. Jerrold H. Zar.  Biostatistical Analysis.  
   Более подробный учебник, в котором очень тщательно разбирается большинство статистических методов для анализа биологических данных.
3. OpenIntro Statistics (<https://www.openintro.org/stat/textbook.php>)  
   Замечательный учебник с массой примеров из различных областей, а также видео лекции.
4. ﻿Отличный учебник для первых шагов в области анализа данных: [Статистика и котики](https://www.litres.ru/vladimir-savelev-10569666/statistika-i-kotiki/). Несмотря на несерьезное название в учебнике очень понятно и доступно объясняются основные темы, необходимые для уверенного использования статистики. ﻿
5. Группa в контакте (<https://vk.com/introstats>), в которой можно общаться на тему курса и вообще статистики.
6. <https://vk.com/meaning_data> - группа ВК по аналитике
7. [Лекция ТЕД к уроку 1.4 шаг 10](https://www.ted.com/talks/hans_rosling_the_best_stats_you_ve_ever_seen)
8. [Сайт программа для статистики](https://www.gapminder.org/tools/?from=world#$chart-type=bubbles), можно ознакомиться или создать самой используя встроенные инструменты
9. [Специальный сайт](https://gallery.shinyapps.io/dist_calc/), позволяющим вычислить процент наблюдений в интересующем нас диапазоне (по умолчанию выставлено стандартное нормальное распределение M=0, sd=1)
10. [Сайт](https://gallery.shinyapps.io/dist_calc/) для расчета p – уровня